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ABSTRACT
Pulsars have been known for more than half a century as possible time references which could also be used for navigation
purposes. Both X-ray and radio-frequency (RF) signals have been considered for different applications. However, the use of
pulsar signals has some practical challenges, mainly due to the low signal power. While X-ray systems may be bulky, complex,
and expensive, RF systems may involve large antenna apertures or even longer observation times. However, modern technology
such as powerful computation and storage capability as well as low noise RF amplification at accessible costs are making RF
pulsar timing and navigation increasingly practical. The possible applications could be diverse. For example, several critical
infrastructure applications, such as electrical power grids, require an accurate absolute timing reference, making apparent the need
for backups to GNSS timing. On another hand, pulsar navigation could enable new opportunities for deep space applications,
which is becoming increasingly relevant. The performance of a RF pulsar-based system for navigation and timing applications
depends on a multitude of hardware and software parameters. In previous work (McKnight et al., 2022) the authors proposed and
analyzed the preliminary design of a practical experiment to collect RF pulsar data and perform timing measurements. In this
work, the data processing techniques needed for the experiment are developed, and the performance is evaluated using simulated
data based on the proposed hardware design.

I. INTRODUCTION
Pulsars are rotating neutron stars that appear to a distant observer to emit a series of stable, regular pulses (Condon & Ransom,
2016). They were first discovered in 1967 by Jocelyn Bell at the Mullard Radio Astronomy Observatory in Cambridge, UK
(Hewish et al., 1968). The pulsation effect is caused by the rapid rotation of the neutron star. The star emits a high-energy beam
of electromagnetic radiation which is not necessarily aligned with its rotation axis. As it rotates, the beam sweeps through space
and is observed at a distance as a series of regular, short pulses. To-date, over 2000 individual pulsars have been identified
(Shemar et al., 2016), each with a unique pulsation period and profile determined by the characteristics of the neutron star.
Typically, the rotational periods range from just a few milliseconds to several seconds. The stability of pulsar signals has been
claimed to rival the stability of atomic clocks (Rawley et al., 1986), leading to the proposed use of these signals for a variety of
applications. These include gravitational wave detection (Becker et al., 2018), the development of a pulsar-based time scale
(Hobbs et al., 2006; Píriz et al., 2019). Downs (1974) first proposed the use of pulsar time of arrival (TOA) measurements to
navigate in deep space, an application which remains an active area of research in the present day (Becker et al., 2015; Buist
et al., 2011; Ely et al., 2022; Hecht et al., 2016). NASA Goddard Space Flight Center has performed a successful in-space
demonstration of the use of X-ray pulsars for navigation with the Station Explorer for X-ray Timing and Navigation (SEXTANT)



experiment on-board the International Space Station (ISS) (Mitchell et al., 2018). Pulsars could also provide a source of absolute
time to terrestrial users, providing timing resiliency for infrastructure applications such as power grids, communications networks,
or high-frequency trading, among others (Applequist, 2023; Financial Industry Regulatory Authority, 2016; Pini et al., 2018;
United States Department of Homeland Security, 2020).

The main challenge for such a navigation system is the low signal strength of the pulsar signals, which can be as much as 50 to
60 dB below the noise floor. While pulsar observations on Earth can be conducted using large antennas such as the 100-meter
diameter Green Bank Telescope at the Green Bank Observatory in West Virginia, a system designed for a spacecraft would be
limited to much smaller antenna apertures due to practical size and weight constraints. When using such small apertures, due to
the limited antenna gain it is necessary to perform long observations and use signal processing techniques that take advantage of
the periodic nature of the signal to raise the signal-to-noise ratio (SNR) to a level at which measurements can be performed by
integrating it over several hours (Heusdens et al., 2012). In general, the SNR of a radio-frequency (RF) pulsar observation is
directly proportional to the effective aperture of the antenna multiplied by the square root of the total observation time. Recent
studies (Jessner, 2015; Tavares et al., 2015) have suggested that a timing accuracy on the order of 1 to 10 microseconds may be
feasible using an antenna with an aperture on the order of 10 square meters, taking advantage of modern computing hardware and
RF components.

As previously summarized in (McKnight & van Graas, 2022) results available in the literature regarding the system performance
parameters needed for a practical RF pulsar navigation system provide different outcomes. In particular, the minimum values for
antenna aperture and integration time required for accurate TOA measurements are very different depending on a number of other
parameters considered. A previous work (McKnight & van Graas, 2022) highlighted this gap in the requirement characterization,
and noted that a terrestrial experiment could be well-suited to determine a reasonable set of system parameters and validate
system performance. A follow-up work (McKnight et al., 2022) details the design and theoretical performance analysis of such an
experiment and analyzes the hardware requirements of the system (Figure 1). The ultimate goal of the experiment, which will use
a ∼ 2m diameter (approximately equal to a 3m2 aperture) dish (Figure 2) to observe pulsars, is to perform measurements of the
pulsar signal and characterize the accuracy of the measurements. In this paper, the pulsar data processing and TOA measurement
process is developed using simulated data, in preparation for processing real data collected by the experiment.
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Figure 1: Block diagram of the proposed small-aperture pulsar experiment.

II. BACKGROUND
The high-level process for pulsar navigation or timing involves three steps (Winternitz et al., 2015). First, the pulsar must be
observed for a total integration time tint. For X-Ray pulsars, the observation involves time-tagging the arrivals of individual
photons into a detector. For RF systems, the observation involves recording RF data (in-phase/quadrature (IQ) samples) and
performing a process referred to as epoch folding to raise the SNR to a level at which measurements can be performed. The
second step is to perform measurements, such as pulse phase or pulse frequency, using the observation data. The third and final



Figure 2: ∼ 2m diameter solid dish on a mobile platform, to be used for the proposed experiment.

step is to use the measurements as part of a timing or navigation solution, which typically involves feeding the measurements into
a Kalman filter or similar estimation process. In this paper, we focus on analyzing the performance of pulse phase measurements
using simulated data.

As mentioned, for RF pulsar signals it is necessary to perform epoch folding to raise the SNR of the signal to allow measurements
to be performed. A graphical depiction of the process is shown in Figure 3. To begin, the observation data, which consists of a
time series of samples representing power, is divided into segments numbered P1 through PN , where each segment is equal in
duration to the pulse period of the pulsar. This requires that the pulse Doppler frequency is known to a reasonable accuracy. Next,
each the individual samples in each segment are divided into a number of bins such that each segment contains the same number
of bins. Typical systems use around 300 to 2000 bins per pulse period. Next, within each bin, the mean value of the samples
within the bin is computed. Finally, the values in each bin are averaged across each data segment P1 through PN . The end result
is an “integrated profile” or “folded profile” containing a number of samples equal to the number of bins, which represents the
average emission of the pulsar over the span of a single pulse period during the observation. Each individual sample that is
averaged reduces the variance of the noise by a factor proportional to the number of samples averaged, while the amplitude of the
pulsar signal hiding below the noise is not affected. This results in an overall increase to SNR that scales as the square root of the
total integration time tint.

After a folded profile has been obtained, it can be used to perform a phase and frequency measurement. Typically, the measurement
represents a deviation from a predicted pulse phase and frequency, where the prediction is given by a pulsar timing model.
Timing models are generated by observations conducted at large observatories, such as the Green Bank Telescope, and software
packages such as TEMPO2 (Hobbs et al., 2006) can predict the incoming phase and frequency of the pulse given a timing model,
location, and time epoch. In this paper, we focus only on pulse phase measurement, assuming that our pulse frequency prediction
is accurate enough to allow the epoch folding process to be performed (a reasonable assumption for a stationary terrestrial
observer). The simplest method of phase measurement involves matched filtering, or cross-correlating the folded profile with a
known replica profile (Lorimer & Kramer, 2005). While this method is conceptually simple and intuitive to understand, it is
limited in resolution by the bin size in the folded profile. As an example, if pulsar B0329+54 (with a pulse period of 715ms) is
folded using 500 bins, the resolution of the cross correlation is given by 715ms/500, or around 1.5ms. While interpolation
methods can be used to improve the resolution, there is an upper limit to precision of around 1/10 of the bin width (Lorimer
& Kramer, 2005). An improved method using frequency domain techniques is given by Taylor (1992). It involves taking the
discrete Fourier transform of both the folded profile and the known replica profile and minimizing a goodness-of-fit statistic
formed from the Fourier coefficients of each signal as a function of the relative phase shift between the two signals. It takes
advantage of the “shift property” of the Fourier transform which causes the circular time shift of a signal in the time domain to
appear as a linear ramp added to the phase of the Fourier coefficients in the frequency domain. The relative phase shift between
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Figure 3: Illustration of the epoch folding process.

the folded profile and the replica is given by the following equation:

τ = argmin
τ

N/2∑
k=1

−PkSk cos (ϕk − θk + 2πkτ) (1)

Where:

τ is the relative phase shift between the folded profile and the replica profile (0 < phase < 1)

Pke
jθk are the discrete Fourier coefficients of the folded profile

Ske
jϕk are the discrete Fourier coefficients of the replica profile

N is the number of samples (number of bins) for each profile

Since the phase shift parameter τ in this method can be varied to an arbitrary precision, this method allows for timing measurements
which are limited only by the SNR of the folded profile, and not by the number of bins used for folding (Wang et al., 2022). The
minimization process can be performed by first conducting a coarse search over a range of values for τ , then using numerical
methods such as Newton’s method or Brent’s method to refine the estimate.

III. SIMULATION AND RESULTS
To test and verify the pulse phase measurement process, a pulsar signal simulator was implemented using MATLAB. A block
diagram for the simulation process is depicted in Figure 4.

The simulated signal is computed as the sum of the signal due to the pulsar and the signal due to system noise. The noise signal
consists of band-limited (simulating a band-pass filter in the RF chain) white Gaussian noise scaled by the noise power spectral
density in units of W/Hz, given by TsyskB , where Tsys is the total system noise temperature and kB is the Boltzmann constant.
Only the power of the signal (I2 +Q2) is recorded, representing a square-law detector, typically used for pulsar observations.
The pulsar signal is generated by modulating a known pulse profile (normalized to mean power of 1W/Hz) onto a “carrier”
signal that is also represented by band-limited white Gaussian noise, scaled by the pulsar power spectral density in units of
W/Hz, given by SAe, where S is the mean pulsar flux density in units of W/m2/Hz and Ae is the effective aperture of the
antenna. The use of band-limited white Gaussian noise as the “carrier” for the pulsar signal reflects the fact that the pulsar emits a
wide-band signal across the entire frequency band observed. The simulation generates two channels (representing two orthogonal
polarizations) of data at 100Msps, which is the expected sample rate of the future experiment. This results in very large data



|.|2 x
White Gaussian 

Noise (I, Q)
Low-Pass 

Filter
Amplitude 
to Power

Scale by power 
spectral density

Modulate 
with known 

Pulsar Profile

+

|.|2

𝑺 ⋅ 𝑨𝒆

𝑻𝐬𝐲𝐬 ⋅ 𝒌𝑩

Pulsar Signal

Noise
𝑇!"! = 𝑇#$% + 𝑇!&'(( + 𝑇)*+ + 𝑇!,"

Figure 4: Block diagram of pulsar signal simulation process

rates and necessitates large run times (multiple days) to simulate 8 hours of data.

After the signal has been simulated, epoch folding is performed and the frequency domain TOA measurement technique of
(Taylor, 1992) is used to estimate the phase offset of the data. The measurement is compared to the known phase offset of the
simulated data to determine a timing residual. The residuals are verified by comparing them to estimations of pulsar timing
accuracy available in the literature. Various expressions are available, which vary due to differing assumptions that are implicit in
the models. While the expressions do not always agree with each other exactly, they typically agree within at least an order of
magnitude or so. We select one such expression given by Jessner (2015):

σt =
Tsys

SG (2π ln 2)
1/4 √

∆ftint

√
W 3

2P
(2)

Where:

σt is the TOA measurement error (s)

Tsys is the total system noise temperature (K)

S is the pulsar mean flux density (Jy)

G is the antenna gain (K/Jy)

∆f is the pre-detection bandwidth of the receiver (Hz)

τ is the post-detection integration time (s)

P is the pulse period (s)

W is the width of a single pulse (s)

Our goal is for the results of the simulation to agree with this expression to around an order of magnitude.

Multiple simulations were conducted for this study to show the effect of the system parameters on the timing residuals. In
particular, the effect of the antenna effective aperture Ae, the system bandwidth ∆f , and the total system noise temperature Tsys
is analyzed. The results of these simulations are shown in Figures 5 through 13. In each row of figures, two of the parameters are
held constant while one of the parameters is varied. The “reference case”, i.e. the center case in each row of figures, is the same
for each row, and represents approximately the expected parameters of the planned experiment.
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Figure 5: Ae = 1m2, ∆f = 40MHz,
Tsys = 100K
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Figure 6: Ae = 3m2, ∆f = 40MHz,
Tsys = 100K
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Figure 7: Ae = 10m2, ∆f = 40MHz,
Tsys = 100K
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Figure 8: Ae = 3m2, ∆f = 20MHz,
Tsys = 100K
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Figure 9: Ae = 3m2, ∆f = 40MHz,
Tsys = 100K
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Figure 10: Ae = 3m2, ∆f = 80MHz,
Tsys = 100K
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Figure 11: Ae = 3m2, ∆f = 40MHz,
Tsys = 150K
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Figure 12: Ae = 3m2, ∆f = 40MHz,
Tsys = 100K
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Figure 13: Ae = 3m2, ∆f = 40MHz,
Tsys = 60K



IV. CONCLUSIONS AND FUTURE WORK
In this work, we analyzed the performance of an RF pulsar timing method using simulated data. While an interesting application
of RF pulsar-based timing is related to space applications, the focus of this work was on an experiment using a stationary
terrestrial observing station. The data was simulated based on the hardware design presented in previous work (McKnight et al.,
2022), considering a few possible design solutions with a particular focus on a solution involving a ∼ 2m dish (approximately
equal to a 3m2 aperture), which is the one considered for future real data collections. The data processing was implemented to
perform phase measurements and retrieve the timing information by comparing the measured phase with the expected phase at
the given location, based on available timing models. The simulation results given here show that the timing residuals obtained
by processing simulated data agree very closely with the theoretical accuracy model given by Jessner (2015). While these
simulations were used to validate and assess the method, further sets of extensive Monte Carlo simulations will be performed
to bound more accurately the minimum required integration time in different settings. While here the Doppler frequency was
considered to be known from the timing model, further analysis will aim to assess the effects of the frequency error, on the
measurement accuracy and on the computational requirements of the system. The performance of the data processing system has
been validated here with simulated data; further work will include collecting real RF data using the system shown in Figure 1 and
processing it using the same techniques, allowing the simulation results to be compared to real-world measurements.
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